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1 Introduction

Navigating in an unknown environmentis a task
commonly accomplished by most animals.
Neverthelessjt is not justified to infer that this
capacityneedscomplexreasoningnvolving abstract
geometrical computations.Indeed, it is hard to
imagine that ants or waspshave such knowledge,
while theyareclearly ableto locatea sourceof food,
andthengo backandforth betweenthat sourceand
their home.In this paper,our aim is to show that
such behavior,including switching betweengoals,
can be simulated by simple artificial Neural
Networks (NN) where no complex computationis
performed.We will presenta real developmentaand
simulationsabouta Kheperd™ robot (fig. 1) anda
simulated system named Prometheus.

e

Figure 1: The Khepera™ robot developed at the
LAMI [Mon93].

We use a novel neural architecturenamed PerAc
(Perception-Action)which is a systematicway to
decomposehe control of an autonomousrobot in

perception and actioifows [Gau94b].We showthat
action simplifies the interpretation of perception:
eachactionis a choice and conditionsentirely the
future of the robot. Thatway, actingin the world is

necessaryto the categorizationand hence the
interpretation of perceived signal, i.e., to the
emergence of an elementary "cognition". The
greatestadvantagef this type of approachs thatit

makes cognition sequential,thereby avoiding the
possible large duplications and relaxation

mechanisms needed by massively parallel systems.

We also focus on the interest to perform an
autonomouson line learning of the relevantplaces
to the robot in its environment.Furthermore,we
compel ourselvesnot to touch modify the internal
structuresof the artificial robot "brain" by hand,
while it operates. Thus we have to:

- design a self modifiable connection diagram.

- pay attentionto the self adaptabilityof eachsimple
block to data variations.

- allow the robot to use the signals correlations
which are really relevant to it.

- introduce a limbic systemto control the robot's
learning, motivation and behaviors.

We emphasizethe interest of a constructivist
approach [Mat87], [Ste91] as implemented for
instanceby the subsumptiorarchitecturgBro86]. A
special stress is put on introduciggal resolutionin
our biologically plausible model of vision and
navigation system.

We proposea designfor an extremelysimplelimbic
system(the one mainly involved with emotionsin
our own brains), in order to deducethe overall
structureof the neuronalbasicelement.This leads
us to usethe conceptof simulatedcortical column
first proposed by [Bur89].

In a first part, we briefly sump the characteristiof
the PerAc architectureand we show how it can be



used to extract localization information from a
visual sceneNext we showhow a robotcanlearnto
return from any starting point to a previously
discoveredandlearnedpositionwithout any a priori
symbolic representation.At last, we simulate a
completebehaviorconsistingin avoiding dangerous
zones to go to "eat" and newtreturnathomewhen
the robot is "tired."

2 The PerAc building architecture

We havealreadyrealizedrobot 'brains"with simple
conditioning that allows them to learn sensory
situations and at the sametime to learn what
movementmust be performed.For instance,when
the robot collidesin a wall a pain signalis emitted
anda reinforcementearningrule is usedto increase
the synapticweightsin orderto avoid obstacleson
following similar situations [Gau94a]. The same
mechanismis involved to recognize objects. The
robot'seyeis ableto moveits eyefrom one point to
the otherin a perceivedsceng(Gau92].It learnsan
objectasa sequencef local recognitionsassociated
to particular ocular saccadesAll this systemis
simulatedwith unsupervisecheural networks. The
output of the visual system, that is, the local
recognitionsand the angularmovementto go from
one focus point to the other are usedas inputs to
anotherpartinvolved in targetsretrieval. The local
recognition is associatedto the identification of
landmarksin the visual environmentandthe ocular
movementsprovides information about the angle
betweentwo landmarks.A simple neuron called
"place cell' can then learn a particular location
[Zip85] andreactaccordingto the proximity of the
robot to this stored location.
In our system,all the neural groupsinvolved are
modelled by self organized topological maps
[Gau94a]. This implieshatour robotis ableto store
new information near similar ones previously
learned.Then,a lateral diffusion mechanismallows
to reactto the newlearnedshapen the sameway as
for the previous ones. Wheneverthe reaction is
wrong, the robot canlearnto refine is classification
according to the action that must be performed.
Prometheus" brain” architectureis summaized
on fig. 2. The sameneural architectureis usedto
recognizeanobjector alandmarkandto control the
robot movementsThe PerAc blocks of which it is
made appear to be a kind of basiglding block and
a systematictool to combinemotor and perceptive
information. Perac architecture relies on the
postulatethat the recognition of any cue can be

simplified if the systemcanacton it. This justifies
to cut any perceivedcue into two parts:a) a motor
partwhich is the resultof a hardwiredconventional
processingndb) a cognitiveonewhich proposego
learn/recordimportant situations and to allow a
quicker adaptation of the system's response.
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Figure 2: The complete neural network for target
retrieval modelled by PerAc blocks

Our modelalsooffersan alternativeto the classical
scheme of hierachical classification becausewe
integrate not only static perceptive recognition
information but also motor information provided by
the input cue or/and the local recognition.
Navigation problems are a good example for
illustrating the problems to manage goal
achievement and switching in a completely
autonomoussystem controled by a single neural
networkwithout any programmedrick to allow the
good choice at the right time. The solution we
propose can be understood on fig. 3.
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Figure 3: Intuitive structure of a N.N. that allows the
switch between different motivations.

The neural network is composedof a recognition
part with a Winner TakesAll (WTA) competition
mechanism that allow to recognize a situatoidto
inforce the activation of a particular movement
accordingto what has been learnt. The different
motivation nuclei allow to favour a particular sub
group of recognitionneurons.In the next part, we
will describehow a suchbasicnetwork canexplain



navigation behaviors.Next, we will return to the
problem of behavior switching, and therefore we
will study how to link properly the different
motivation nuclei with the simple PerAc N.N.
structure.

3 Target retrieval using landmarks

At the beginning, we supposePrometheusmoves
randomly.Whenit finds "food", it movesaroundit
and learnsthat from severalparticularlocationsit
cango to the targetby performinga movementin a
given direction.
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Figure 4: Local exploration around a target.
The target is represented by a circle at the intersection of
the dotted line representing the associated recognition
domain of Ni neurons. The robot records at certain points
(represented by small circles Ni) their relative position to
the landmarks and the direction to the target.

Later, when Prometheuswants to find “food", it

considers the information of the place cells
associatedto the food and goesin the direction
associatedto the most activated place fields

(competitive mechanism).Thus at each time, the
distance to the target is reduced (fig. 4) and
Prometheusis boundedto return to the learned
position of the food. The complete "brain" is

depictedon fig.5. The local visual recognition(LR)

andthe information aboutthe eye movementg{EM)

canbe joinedto provide information about” what”

thelandmarksareand” where” they arefrom each
other. Simple productor logical AND neuronscan
be usedto mergethosedifferentinformationtype in

a map of neuronsthat reactsonly if a particular
landmarkis recognizedat a particular place: GVI

group (Global Visual Input) in fig. 5. Matching
betweenra proposedrisual sceneanda learnedscene
is performed with a topology preserving map.
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Figure 5: The navigation neural network.

Whena movementdirectionis selected RM": Robot

Movement), the robot makes one step of given

lengthin that direction. The input to this network

arethe north direction,andthe food andlandmarks
positionsin the robot'svisual space We assumehat

a compassis available. It could be replacedby a

vestibular systemor a gyroscopicmechanismthat

would producelow precisioninformation aboutthe

body orientation (a local landmark could also be

used but it would reduce the generalization
capabilities of the robot to very distant situations).
This systemallows targetretrieval when the place
cells have been learned. We have proposed a

neurally-coded reflex mechanism [Gau94b] that

allowsto visit severalevenlydisposedcplacesaround
the target, which includes a pleasure-linked
regulation for learning control.

Figure 6: Different trajectories.

The Place-cells (PC) are indexed by their order during
exploration. The Voronoi tessellation is represented by the
thick lines, the landmarks by the rectangles and the target
by the inner circle. The large circle represents the limit
beyond which the target is not perceived. Thin lines
represent trajectories from various starting-points.

We have succesfullyimplementedand tested the
neuralnetwork describecaboveon a Kheperarobot.
Dueto the tremendousomputingtime required,we
simulate the visual part that has been tested
elsewherdGau92]. The robot succeedsn learning
thefood position,andlater, it alwaystakesthe right
direction, whateverits starting point (fig. 6). More



realistic trajectories can be obtairiédhe movement
is performedaccordingto a probabilisticvote rather
than a determinist WTA mechanism.

4 Avoidance of forbidden areas

The previous mechanismallows Prometheudo go
back to a learnedposition in a somewhatstraight
line but it doesnot take into accountany zonethe
robot must not go through. Moreover, forbidden
areasmot necessariljhavean intrinsic reality for the
robot. Hence, we need to introduce ad hoc
mechanismghat allow to generatefor instancea
pain signalwhenthe robot entersa forbiddenarea.
Sucha zoneis thenperceivedas dangerousand the
robot uses the same mechanismas for obstacle
avoidanceo learnthe directionto avoid pain. As a
result, learning a forbidden zone is equivalentto
learning an interesting place. The robot learns
differentmeaningfulplaceswherethe pain signalis
high and also the association to the proper
movement in order to avoid pain (see fig. 7).
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Figure 7: An example of situation with a dangeous
area that must be avoided to reach the goal.

With such a system, @roblemariseswhenthe robot
is closerto the dangerousreathanto the food area.
Indeed,the neuronsassociatedo the recognitionof
the dangerousireahavea higheractivity thanthose
associatedo the goal. Then, the most activatedof
them must win and the robot will perform a
movemento avoid the forbiddenzone,thusmoving
in a direction oppositeto its goal, which is thus
never reached.That problem can be solvedif the
influence of the neuronsassociatedo "non-goal"
actionscan be inhibited or switched off when the
robot is far enoughfrom the dangerousarea. This

meansthat when the recognition of a dangerous
position is not high enough, recognition of
dangerousreashasno effecton the robot behavior.
But how to switch of the avoidance behavior?
Moreover,accordingto the simple retrieval system
when the robot has found its target once, it will
remain forever in its proximity. So the general
guestionis how therobotitself canbe ableto switch
off its unexpectated behavior.

A first solution to inhibit a particular recognition
could have consisted in tuning the neurons'
selectivity but it is impossible because theagameter
is already used to automatically control the
unsupervisedlearning of the neurons [Gau94a].
Moreover, it seemsdifficult to change only the
selectivity of one particularneuronthat interestsus
and not of the others.

Actually, the problem is that Prometheusshould
recognizea situationthatis not the bestfit but that
agreesdts goal. The solution,we proposeis inspired
by Grossberg'sstudies about contour closing in
preattentivevision [Gro87] and by Burnod'smodel
of the cortical column and cortical map [Bur89].
Grossbergproposesa structure composedof two
layers of neuronswith feed-forwardand feed-back
links. The former is a competitive network with
neuronsassociatedo the recognitionof a particular
situation (i.e: a piece of straigthline) whereasthe
secondlevel tries to proposepositionsfor contour
completionby reactingon the first neuronlayer. If
the total sum of the input activitiesis high enough,
the neuronon thefirst layeris activatedand a piece
of edgeis "recognized"at that position evenif the
initial recognitionwas not high enough.This N.N.
can so be seenas a way to achievea preattentive
goal of contour completion. On a other level,
Burnod's formalization of the cortical column
distinguishesa thalamic level associatedo action
choicesanda corticallevel in which rewardedgoals
andsubgoalsanpropagatdreely accordingto most
frequenttransititionsbetweendifferent situations as
in a relaxation or a Markov process.
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Figure 8: representation of a cortical column



To sum up, our neural building block must have
threelayers(fig. 8). A first level mustbe associated
to the recognitionof the currentsituationaccording
to their synapticweights.A secondevel consistsin
a competition mechanismthat must choose the
recognizedsituation according to the first level
informationandto thosecomingfrom goal. And the
third one can be usedto propagatethe goals and
subgoals.Fig. 9 representssuch an architecture,
which allows to avoid one forbidden area. In
additionto the cortical column structure the limbic
systemis representedhrough different neural and
chemical nuclei. Those nuclei are linked to the
cortical mapsin the sameway as action units are
associatedo recognitionunits in the simpler N.N.
When pain is active, the links betwenthe neurons
representingdangeroussituationsand the nucleus
associatedo pain are increasedthus allowing the
robot to feel pain earlierwhenit seesonce more a
given dangeroussituation. We also supposethat
when the pain nucleusis inactive, it induces a
negative activity to its associatedneuronson the
goallevel of the recognitioncortical map. The same
thing goes for the hunger nucleus.
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Figure 9: How Prometheus inhibits an avoidance
behavior when it is hungry enough.

Next, we haveto supposethat the different nuclei
take their inputs from the analog value of the
recognitionand not from the competition. Indeed,
they need to have an analog value that really
representshe proximity to the learnedsituationand
that can allow to trigger the avoidancebehaviorif
the situationis too similar to the painful situation
learned. For instance, on fig. 7, we supposedhet
is closer to the forbidden zone than to the food.
Thus, the most activatedneuronon the recognition
level is oneassociatedo the forbiddenarea.But its
activity may not be high enoughto switch on the
pain nucleus, whereas the hunger nucleus is
activatedbecausehe robot "needs"food. Then, the

goal level associatedo the recognitionof the food
placescan allow them to win and to induce the
movementin the good direction, ie: to go to the
food. If both nuclei are inactive then the associated
recognition neurons cannot be activated and no
informationis providedto the motor group. Hence,
the robot moves randomly.

Figure 10: Simulation of a forbidden area avoidance
and goal reaching.

Fig. 10 represents simulationin which the robotis

hungry. It goesn the directionto the food sinceit is

too nearto the forbiddenarea.Then,the avoidance
of pain is activatedand the robot goesout to the

influencedomainof pain nucleusandit tries again
to reachthe food. The probabilistWTA mechanism
prevents ifrom beingblockedandallowsit to move

around the forbidden area.

5 Choosing between different goals

We have shownthat a limbic systemis neededto
control the switching of behaviorsbetweena goal
and a prescriptiveconstraintsuchas the avoidance
of a dangerousrea.Now, we are interestedn how
to switch from one behavior to another. For
instance,after having found food, the robot may
want to go home. According to the previous
diagrams, the robot should stay foremearthe food
because the recognition of thiaceassociatedo the
food is very high. Having already eaten should
reducethe intensity of the will to move towards
food. The will to see home should favour the
recognition of the associatedplacesto allow the
good movements.



The mechanismpresentedn the previouspart can
be extended to choose between different sirgplds
that must be associatedto different internal
motivations. According to the activity of each
motivation nucleus,the competitionmechanismon
the recognitioncortical map shouldallow the robot
to choosethe mostinterestingbehaviorthat can be
performed according to the situation and to its
motivations.The neuronactivationrule usedis the
difference betwen the maximum of the excitatory
and inhibitoryinputlinks. This activity (S) is putto
0 when it isnegative Hence,a constaninput allows
the unreachecdheuronsto win in front of inhibited
neurons.

S= [I + Maxbositive_activationg Min&galive_activationg
if x>0 [x]" =xdse[x]" =0

The Max operatoris a way to make the neuronal
activity independantbf the numberof input links
andto give rise to stability of the neuronalactivity
throughthe cumulative effect of feedbackpositive
links. If the weight is lower than 1 thereis no
divergence problem.

The goallevel canalsobe usedto addcapabilitiesof
plan generation.When a goal is proposed,if it
cannotbe satisfied possible subgoalsare proposed
until a subgoalis really satisfied. Then the actions
can be performed according to their goal pathway.
The mechanism can be extendedomologicalmaps
[Gau94a]if the inhibition is appliedto the whole
activity bubblein orderto inhibit all the recognition
neurons associated to the same movement.
Motor groups use the same law but the
simplification comesfrom the absenceof needed
recognition.In fact it can be addedif actionscan
only be performedin particularsituationsor if the
choiceof the action dependson the position of the
motor system;for instance,a mechanicalarm with
several freedom degrees and forbidden angular
zones...

6 Conclusion

We haveshownthat a simple neuralsystemcan be

used to control robot navigation and goal
management.

Researclon thesemechanismshouldleadto define

an explicit parallellangageto “ program” animal-

like robots with adaptation and autonomy
capabilities.

The neuralvision sytemassociatedo the robot has

not been used in the experiments presented above for
reasonsof computationtime. We are now working

on a multi processorrchitecturethat may allow to
dispatchsimply the explicit parallel program that
the N.N. representsOtherwork focuseson learning
with delays between the conditional stimulus sl
unconditionalone or the reinforcementsignal. At
another level algorithms able to learn a succession of
perceptionaction accordingto a latter goal have
beensuccessfullytested.Futurework will consistin
assemblingall these part to (really) realize a
(animal) robot abl¢o navigatewith a realautonomy
in an outdoor environment.
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