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Abstract

This paper ! proposes a neural architecture for a robot in order to learn how to imitate a sequence of
movements performed by another robot or by a human. The main idea is that the imitation process does
not need to be given to the system but can emerge from a mis-interpretation of the perceived situation at
the level of a simple sensory-motor system. The robot controller is based on a PerAc (Perception-Action)
architecture. This architecture allows an autonomous robot to learn by itself sensory-motor associations with
a delayed reward. Here, we show how the same architecture can also be used by a “student” robot to learn
to imitate another robot allowing the student robot to discover by itself solutions to a particular problem or
to learn from another robot what to do. We discuss the difficulty linked to the segmentation of the actions
to imitate. This imitation problem is demonstrated by a task of learning a sequence of movements and their
precise timing. Another interesting aspect of this work is that the neural network used for sequence learning
is directly inspired from a brain structure named the hippocampus and mainly involved in memory processes
(Banquet et al. , 1997). We discuss the importance of imitation processes for the understanding of our high
level cognitive abilities linked to self-recognition and to the recognition of the other as something similar to
me.

1 Introduction

Till now, our work has been mainly focused on the design of a neural network architecture (named PerAc:
Perception-Action) for the control of a visually guided autonomous robot. Our architecture is directly inspired
by neurobiological models and tries to take into account animal behavior. Using this architecture, we have
shown that a robot can learn to isolate a particular “object” in a visual scene and to associate this object
with a motor behavior: reaching, avoiding by the left or the right... (Gaussier et al. , 1997a). We have further
developed a probabilistic conditioning rule which allows our robot to learn sensory-motor associations according
to a delayed reward. This algorithm has been successfully tested on real maze problems (Gaussier et al. , 1997c).
During navigation in an open environment, we have shown that a robot can learn how to reach any position
with a high precision only by using landmarks in the visual scene. However, “discovery” of interesting locations
or “discovery” of the correct set of sensory-motor associations for a particular task is an NP complex problem.
The training time becomes quickly too large when the size of the problem increases. A solution used to reduce
complexity was proposed in our previous papers (Gaussier et al. , 1997d; Gaussier et al. , 1997a). It consists
in keeping the same code from the sensory input to the motor output (egocentric coordinates) so as to reduce
the quantity of data the system has to learn. With our PerAc architecture, the robot can “take for free” the
environment continuity properties that are lost in symbolic systems. The addition of planning capabilities is
also required to allow latent learning and to quickly find the shortest pathway solution to a particular problem
(Revel et al. , 1998). However, the PerAc architecture does not help to solve problems which have an intrinsically
high dimension.

Box 1: The PerAc architecture

The PerAc (Perception-Action) block has been proposed as an elementary generic brick of neuronal compu-
tation (Albus, 1991; Brooks, 1986; Hecht-Nielsen, 1987). Basically, it allows on-line learning of sensory-motor
associations. A PerAc block is divided into two levels corresponding to the action and the perception data
flows. The first level is a reflex mechanism which extracts basic information from the perceived input so as to
directly and roughly control the actions. The second level performs situation recognition and allows learning of
the associations between what is recognized in the perceptive flow and the chosen movement. This level permits
to maintain the behavior provided by the reflex system or to avoid it when there are contradictions with the
robot viability constraints. Thus direct “one to one” links between the reflex action proposal group and the
action selection group allow making movements in the direction of features already known as “relevant”. A
PerAc block is a competitive network composed of 4 neural boxes as seen in Fig. 1.

Therefore imitation of already learned behaviors or subparts of a behavior not completely discovered is
certainly one way to allow a population of animals or robots to learn and to find solutions by themselves. Indeed,
imitation is often a fast means of learning in contrast to trial and error strategy (Galef, 1990). The autonomy of
the robot requires that there is no intrusion in the robot brain during learning. The robot must be able to select
which informations to store. Hence, the problem becomes how to initiate the communication mechanism between

IThis paper is based on the working notes of the STA symposium (Gaussier et al. , 1997b).
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Figure 1: Schematic representation of the PerAc block. From the perceived situation, the reflex system extracts information to
control directly the actions. Concurrently, the recognition system learns sensory input patterns and how to link them to the action
by associative or reinforcement learning. The system adapts itself dynamically to the environment.

the student robot and the teacher. Imitation is also a good starting point to allow human-robot interactions.
Learning by imitation is already used in a few projects of Artificial Intelligence (AI). In (Dautenhahn, 1995),
heterogeneous mobile robots go by a “hilly landscape” attaching themselves to the teacher robot and imitating
its trajectory. In (Hayes & Demiris, 1994; Demiris & Hayes, 1996) a robot agent follows a teacher through
a maze, detecting significant teacher actions and associating them to the environment. In (Kuniyoshi, 1994;
Berthouze et al. , 1996) a robot agent watches a human performing a simple assembly task and it reproduces
the sequence of actions. A short review of these works is presented in (Bakker & Kuniyoshi, 1996). By
contrast to other works in this area (Berthouze et al. , 1996; Matari¢, 1995; Hayes & Demiris, 1994), our main
concern is to create a generic neural network architecture that allows on-line and unsupervised learning by
imitation mechanisms. Another constraint is that the student architecture must be the same as the teacher
N.N. architecture (a teacher can become a student at anytime). Indeed, the long term goal, is to create robots
able to discover solutions by them self and/or to imitate other robots to complete their own learned behavioral
repertoire. The constraints and ideas used to design our N.N. architectures are inspired by biological and
psychological models of mammal brains. We hope to validate those models or to propose new ones and at the
same time to propose a new robot controller architectures.

In this paper , we propose a neural architecture for imitation based on visual information and we show how
to use it to teach the robot to perform a particular sequence of movements (to make a zigzag trajectory, a square
...). First, we provide a brief summary of our previous work on robot collective behavior for clustering tasks and
we show how we can deduce from these results the scope of our imitation process. Second, we present a tracking
mechanism used as a bootstrap for our imitation task. The shortcomings of the first tested solutions are pointed
out. An active filtering mechanism to allow the “teacher” robot movement segmentation is proposed. Finally, a
robust N.N. architecture to learn temporal sequences is explained and applied to our robot imitation task. At
last, we discuss our viewpoint on the imitation problem and present the future developments of our project.

2 Emergent properties of robot/environment interactions and imi-
tation

In (Gaussier & Zrehen, 1994), we realized a robotic experiment inspired by Deneubourg’s work on sorting and
clustering tasks performed by ants (Deneubourg et al. , 1990). As in Deneubourg’s model, our robots did not
take into account the interactions between the agents. All the robots acted as if they were alone. Nevertheless,
lumping pieces of wood together created obstacles and divided the environment in areas separating the robots.
The robots then became specialized in the clustering of a particular area. The most interesting point in this



work is certainly not the group behavior since with more than three (or four) robots the achievement of the
task took longer than with two robots! But these robots were not explicitly programmed to build large clusters.
Indeed, the only robot instructions were: to avoid obstacles like in Braittenberg vehicles; to take an object if
the robot was not already moving another object; and to leave an object beside the other object in the opposite
case. With this kind of instructions the robot can build stacks of 2 objects but there is no reason to build stacks
with more than 2 objects. Indeed there is the same probability to take an object from a stack or to put it in
another stack. In average the size of the stacks should not vary. However in the real experiment (see Fig. 2)
stacks are created which implies a bias in the probabilities of taking and putting down an object. That bias
is linked to a perception problem. To separate obstacles from objects, a decision on the number of Infra Red
sensors saturated on our Khepera robots was used. The consequence of putting an object nearby another object
is that they appear as an obstacle and not as two objects. Their significance for the robot has changed. The
intrusion of this Gestalt effect (the whole is bigger than the sum of its parts) has raised for us the question of
how robots can learn by themselves to take into account those emergent properties of the robot/environment
interactions and how to use them in learning by imitation.

N A

Figure 2: Overview of ’ant-like’ clustering and sorting experiment. Left: in the initial position, the pieces of wood are uniformly
distributed on the environment. Right: after a time, the robots builds stacks with more that 2 objects.

For the imitation behavior, we start with the same kind of assumption as for the previous clustering problem:
imitation is triggered by a perception error. For instance, an imitation behavior between two robotic arms
controlled by vision could be explained as follows: a robot arm learns the visuo-motor coordination between its
camera and its hand. It creates a correspondence between a given hand position in the visual scene and the
angular positions of the different joins. Then, if the robot looks somewhere else and sees (see Fig. 3) another
arm in its visual field, it will perform the same movement as the second arm because it will try to reduce
the differences between the representations it supposes to have of its arm (visual and motor representations).
Finally, if the arm movements induce a reduction of an internal drive (associated to the satisfaction of a particular
motivation), a positive reinforcement is triggered. The movement sequence will be stored and associated with
the internal drive. Later, if the value associated with the internal drive changes too much from its optimal
value, the sequence of movements will be triggered and an observer will consider the student robot has learned
by imitation the behavior of the teacher robot.

If we return to our mobile robot imitation problem, it is complex to imagine a program that allows a robot
to learn to visualize what another robot is doing (it is something that primates and perhaps other mammals
succeed in doing (Heyes et al. , 1992) or not (Tomasello, 1990), but in a first place, we would like to see what
kind of imitation mechanism could be performed on a robot that cannot have a complex internal representation
of the world). However, it is simple to allow the student robot to follow (or track) the teacher (human or robot)
as a way to avoid a difference between perception and action. Like in the robot arm example, the student tries
to reduce the difference of speed between the information of the visual flow and the information about the motor
wheel speed - homeostasis principle (Berthoz, 1997), see Fig. 4. The teacher movements in the visual field of the
student induce the changes in the perceived optical flow of the student. Using the proprioception informations,
the student homeostatic system tries to cancel this changes by modifying his wheel speed; a tracking behavior
emerge. The modifications of the robot position in the environment change the proprioception informations
and “modulate” the visual flow informations. This mechanism can be assimilate to the reflex mechanism in the
PerAc architecture (see Fig. 4).

First and foremost, the associations between the visual flow informations and the motor output commands are
supposed learned. The rule which allows a robot to learn sensory-motor associations using a PerAc architecture
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Figure 3: The student robot has already learned the correspondence between its arm internal representations and its positions
in its visual field. If the student focuses its attention on the teacher arm, it will reproduce the teacher’s movement just because it
will perceive a difference between the proprioceptiv and the visual information. It will try to reduce the proprioceptive error of its
arm position according to what it believes to be the visual information linked to its arm! An external observer will then deduce
the learner robot is imitating the teacher.
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Figure 4: The implementation of the tracking mechanism. a) Using the difference between perception (visual flow) and action
(proprioception) a reflex motor command is proposed. b) The mechanism can be assimilated to the reflex mechanism linking two
maps of neurons. Different populations of neurons are used to code the pairs of direction and intensity of movements.

is showed in (Gaussier et al. , 1997c). In fact, in all the experiments shown below there is only one teacher
(i.e. only one moving object). Also, we will suppose that a behavior or a skill is characterized by a sequence
of movements (time series). This restrictive points of view will be sufficient to emphasize interesting problems
mainly linked to the segmentation of the “atomic” actions the student robot has to learn and imitate.

3 Robot tracking mechanism

At the beginning of our work, we tried a very simple and powerful movement tracking mechanism which consists
in going towards the direction of the center of a moving area. Fig. 5 presents a typical example of a tracking
situation used to allow the learner robot to reproduce the movement sequence (changes in body orientation) of
the teacher robot.

A frame-grabber is used to take an image sequence. A time integrated image is built by the temporal



Figure 5: Overview of a tracking se uence. On the left, the teacher robot (a IT handy-board base), on the right, the learner
robot ( OALA from Team SA, Swit erland).

integration of a few (5 in our experiment) images from the =~ D camera. A “ movement image” is then directly
computed by thresholding the pixel-by-pixel difference between 2 time integrated images of the above sequence
(Fig. 6). In our architecture the information is coded on maps composed of analog formal neurons (the input
images are directly copied on maps of neurons). The perceived movement direction is the value on the x axis
of the neuron centered on the most activated area of movement and the speed of the proposed movement is
deduced according to the projection of the same neuron on the axes (see Fig. 7).

a) b)

Figure 6: a) A CC image used by our robot in its tracking mechanism. b) The di erence between two time integrated images
gives informations about where the moving object is.

If the movement is just near the robot (in the lower part of the “movement image”) then the robot speed
will be negative and the robot will try to avoid the collision as shown in Fig. 8. In our experiment, we suppose,
the robot has already learned to go backwards or forwards according to respectively the perceived expansion
or contractions of the optical flow. Accordingly , when an expansion point appears on its left, the robot has
learned to turn right. This behavior is frozen in the N.N. and considered as a reflex mechanism for the learning
of our imitation tasks. This hard-wired mechanism allows the maintenance the same distance between student
and teacher during the tracking task. In our PerAc architecture (see Fig. 15), it is represented by unconditional
connections between two neural maps representing the robot movement proposal (Movement Input - MI) and
the robot effective movement respectively (expressed in the same egocentric coordinates). This last map of
neurons is a Winner Take All (WTA) called Motor Output (MO).

hortcomings o the simple trac ing mechanism

In order to learn a sequence, the student robot just has to detect and to learn the transitions of its body
orientation and to be able to reproduce them.
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Figure 7: a) Perception of the teacher movement. The di erence between two time integrated images (Fig. ) is copied on maps
of neurons. b) The result of the movement image is sub-sampled and the center of the maximum activity area is used to control
the robot movement. A speed and an angle movement is proposed.
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Figure 8: The reflex mechanism allows at the same time to track a moving object or to avoid collision according to the type of
optical flow (dilatation contraction) and to the apparent distance of the moving target.

The information (the perceived images and the motor commands) are represented according to egocentric
coordinates. An arbitrary reference orientation is maintained in order to allow learning of the robot orientation
transitions. The absolute orientation is maintained by a magnetic compass but the robot odometry information
can also be used. The choice of the referential azimuth is performed, according to student orientation, at the
beginning of each new sequence learning and the robot uses this reference while it learns/plays this sequence.
Returning to a biological analogy, it is proved that we can dance a waltz by beginning with any body orientation!

The previously described tracking mechanism allows the student robot to correctly follow a teacher but its
moves are quite noisy and unusable for sequence learning (see the robot orientation curve Fig. 9). The “noise”
is mainly due to the di culty to localize the center of the moving object. When the teacher orientation changes,
its visual surface also changes and the center of the area can move very quickly without any direct link with
the teacher trajectory. Accordingly, movement extraction problems (linked to thresholds problems) can change
the shape of the moving object and also induce problems. Moreover, when the teacher is a human, the student
can sometimes perceive the two legs as two different objects. Hence, the student robot track alternatively the
two legs and a sinusoidal movement is superposed on the correct trajectory.

“Noise” is also due to the fact that the student takes shortcuts of the trajectory of the teacher (see Fig. 20)
and does not provide a clear transition from one orientation to the other (the set of successive rotations to
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Figure 9: Curve representing the student robot orientation through time. The orientation is expressed in degrees. The degree
orientation corresponds to the north direction. ata are obtained from tracking a teacher robot performing a ig ag trajectory
(see Fig. 2 ).

follow the teacher robot is not repetitive).

The use of a classical filtering algorithm allows suppressing of parts of this noise but induces problems in
estimating the moment of the robot-body orientation transitions to be learned. The precise detection of robot
orientation transitions becomes impossible. The problem could possibly be solved with a shorter step of the
elementary robot movement (to obtain more points for the robot orientation curve) but then the teacher has to
be constrained at such a slow speed that it becomes unusable in any real experiment. Also, increasing the room
dimensions to allow longer trajectories is not an acceptable solution since the time interval between transitions
increases and does not allow the teacher to repeat the trajectory with the same timing (human beings are not
very precise to reproduce long time intervals).

The main problem is to filter the movement “noise” linked to the variability of the movement perception
(target form perception, D camera limitations) and to the limitations of the possible movements (mechanical
constraints). Hence, the orientations of the teacher must be integrated through time. An orientation change is
taken into account only if the variation of the integrated absolute orientation of the robot is high enough.

There is a dilemma between the trajectory smoothing and the precise detection of the body orientation
changes. A linear and passive filtering does not appear to be a good way to allow a precise segmentation of the
sequence of movement.

he mo ement segmentation pro lem: An acti e Iltering mechanism

Because of those trajectory filtering problems, we first decided that the main movements to be imitated are
movements in a straight line. But then, if the robot is allowed to perform only straight movements it very
often loses the teacher (the teacher goes out the visual field of the learner camera when it performs a fast and
important change in its movement orientation). To avoid this new problem, we allow the robot camera (robot
head) to rotate thanks to a servo-motor (control in azimuth). In this new system, the head tries to pursuit the
teacher at any time by centering it in its visual field. The robot body turns only if the teacher movement is
observed in the same angle for a given time interval.

Hence, the filtering is performed on the head movement and not only on the perceived image or the robot
movements. This new architecture allows the robot to perform a clear trajectory, composed by long line segments
(see Fig. 10). The head direction is the imaginary axis corresponding to the center of the visual field of the
robot. The head angle is the angle between the head direction and the body direction.

The details of the neural architecture are presented on Fig. 11. The motor input block (MI) provides the
information on perceived movements as an angle relative to the head direction. This angle is translated by the
switching block (SW) in an angle relative to a pseudo fixed referential system. The translation mechanism of
the switching block correspond to the neuron modeling ((Durbin & Rumelhart, 1989), (Koch & Ullman,
1985)). The SW block uses the absolute robot position, via an electronic compass ( ). The head orientation
( ) and the body orientation are known at any time by the robot.

The time needed to integrate enough activity linked to the head orientation and to trigger a real robot
rotation allows learning of the delay prediction between two rotation instants very accurately. Indeed, because
the student robot is approximately at 60cm to 90cm from the teacher it would be a problem if it turned exactly
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Figure 10: Curve representing the learner robot orientation through time. The orientation is expressed in degrees. The degree
orientation corresponds to the north direction. ata are obtained from tracking a teacher robot performing a ig ag trajectory
(see Fig. 2 ). This curve show the performances of the denoising mechanism.
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Figure 11: Sketch of the complete reflex mechanism able to control at the same time the head and the body direction in the
robot following task. The motor output is expressed in the same coordinates as the retinal information (egocentric coordinates).
CC -CC camera, I-motorinput (hori ontal projection of the perceived movement), O-motor output ( inner Take All group),
S -switching block (angle translation), C-electronic compass, P -projection map (perceived movement in the egocentric referential
system), C -camera map (enable the camera rotation), P I-perceived movement integration.

at the same time as the teacher. The time to detect the new orientation of the teacher allows the student to
maintain the same distance between itself and the teacher. Also, it allows to obtain a correct measure of the
time interval between two successive rotations of the teacher (just by measuring the interval between the learner
rotations).

A first reflex (the head reflex in Fig. 11) is used to enable the fast alignment of the head direction with
the direction of the perceived movement. The output of the block which performs the head reflex is also used
as an input for a second reflex controlling the alignment of the body direction and of the perceived movement
direction (the body orientation reflex). The time scale of the body reflex is quite different from the time scale of
the head reflex. The head reflex is performed at each time “step”. Time integration enables the robot to change
its body orientation only if the perceived movements were detected in the same region of the visual field for
some time. Fig. 12 shows a tracking situation in which there is no change in the robot body direction because
the target does not always turn in the same direction (noise filtering).

Fig. 13 shows the opposite case. At  time, the direction of the perceived movement varies and is not
su ciently stable to generate the change in the body direction. At time , the teacher movement appears
always approximately in the same direction. The temporal integration of the motor input activity in that
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Figure 12: Overview of the tracking situation without changes of the robot body direction.

direction is then high enough to trigger a body rotation of the learner robot in the direction of the teacher
robot.
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Figure 13: Filtering mechanism used to suppress the mnoise of perceived movements. At time , the direction of the perceived

movement varies ( and head’s rotation) and is not su ciently stable to generate the change of the body direction (see
P I activation). At time 1, the teacher movements appear always approximately in the same direction (no head rotation) and the
student performs a body rotation. I- otor Input, P I- Perceived ovement Integration (through time), O - otor Output.

Fig. 14 shows the effect on a typical situation in which the student robot succeeds in following correctly the
teacher (it turns at the correct place - after the correct delay) even if the teacher movements appear sometimes
in the wrong direction.

robust arc itecture for earning tempora se uences

Our robot does not voluntarily try to learn directly to imitate a human or another robot (a home-made simple
robot - see Fig. 5). It learns only to reproduce its own sequence of actions primarily induced by the tracking
reflex behavior. It learns to predict its own next movement and can use this information to detect novelty
(Denham & Boitano, 1996) (situations in which its predictions are wrong).

The movement changes characterized by OFF-ON transitions (Time Derivative TD group) of MO neurons

10
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Figure 14: Overview of the typical tracking situation. The student trajectory is showed by a dotted line and the teacher trajectory
is showed by the full line.
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Figure 15: Overview of the PerAc architecture for robot following and se uence of movement learning. CC - CC camera,
- otivations, I- ovement Input, O - otor Output, T - Time erivator, T - time battery, PO - Prediction Output

are used as input information for a bank of spectral neurons (Grossberg & Merrill, 1992; Bullock et al. , 1994)
(TB in Fig. 15). Time filter batteries (TB) act as delay neurons endowed with different time constants. As such
they perform a spectral decomposition of the signal that will allow the neurons in the Prediction Output group
(PO) to register transition patterns between two events in the sequence (Banquet et al. , 1997). An input to a
specific battery of TB granules performs both a reset of any eventual residual activity in this battery, and an
initialization of the spectral timing activity within the group of cells of the battery.

The mechanism predicting new events is inspired from the functions of two brain structures involved in
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memory and time learning: the cerebellum and the hippocampus (the hippocampus is involved in the transient
(short, medium or long term) storage of events and sequences (see (Banquet et al. , 1997) for more neurobiological
references) and the cerebellum learns tuning and patterning of motor skills like ballistic trajectories (Bullock
et al. , 1994)). Here, the main interest of this kind of N.N. code is to allow a compact and robust coding of
time. Short intervals (less than 2 seconds) are stored with a high precision while long intervals (several seconds)
are stored with a less precision. Monitoring a full range of time intervals according to a Weber law is of high
importance for the trial to trial incremental learning since the teacher will never repeat exactly the same timing
for long movements. The time battery used for learning looks like a wavelet basis and allows time scale problems
to be avoided.
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Figure 16: Time activity of a group of cells that allows to measure time in T .

There are 15 cell elements in a battery. Time activity of 5 batteries of cells is presented in Fig. 16. The
activation law of a TB cell is presented in q. (1).

O L ep &) (1)

battery O
battery 1
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Figure 17: Time activity of T after a se uence 2, , 1.

where is associated to the choice of a particular time constant and to the label of the recognized input
pattern that triggers on its associated time battery. is the value of the time constant and  its associated
standard deviation.

The PO group receives information from TD through both the direct and indirect pathways (Fig. 15). It
learns the intervals between two events of the sequence in the strength of the connections between TB and
PO (proximal connections). A new input from TD (distal part of the dendrite) triggers the learning of its
association with the trace of the previous input in TD. The learning of the transition between the new and the
previous input on TD is encoded by a PO neuron. Its associated neuron in PO learns to predict the transition
according to the trace of the previous item presented on the neurons of TB. Then, PO will encode transition
patterns between successive events in the sequence.

The potential of a PO neuron is the sum of distal and proximal activities. The potential of a PO neuron
(i,j) is computed as in q. (2).

12



(2)

is the activity of the l-cell of the j battery of TB. is the strength of the link between the
TB(j,1) neuron and the PO(i,j) neuron. One neuron of the PO is linked to all neurons of a battery of the TB.
is the corresponding TD neuron of a PO(i,j) neuron and the strength of link between them. The

variation through time of a PO neuron is shown in Fig. 18.

A PO neuron only fires when its potential reaches its maximum value (the sign of the derivative of
change from positive to negative). The firing condition is computed using gs. (3)-(4). Fig. 18 shows the
potential of a PO neuron and the moment it fires. The activation (firing) of a PO neuron corresponds to a
prediction of a new pattern.

(3)
1 — 0 — 0
o @
The strength between a PO neuron and a TB battery is modified using the q. 5.
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